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Abstract—This work describes a new method for 

autonomous mode-matching and quadrature nulling of a 

Microelectromechanical system (MEMS) wineglass mode 

gyroscope, utilizing particle swarm optimization. Use of this 

derivative-free optimization scheme allows for multi-objective 

optimization of gyroscopic performance parameters. Modal 

frequency split and both mode shapes’ quadrature and 

amplitude were optimized through this method. Optimal 

parameters for frequency split, quadratures, and principle axis 

amplitudes were found to be 0.71 Hz, 13.9 and 10.5 mV, and 

284.6 and 299.6 mV, respectively. Autonomous calibration 

greatly increased the scale factor of the sensor and enhanced 

the noise performance to levels typically achieved by diligent 

hand tuning. 

I. INTRODUCTION 

A. Inertial sensors: The push towards miniaturization 

 MEMS applications are becoming widespread as micro- 

and nano-fabrication techniques continue to push the 

boundaries of size, cost, and limitations for electronic 

devices. These devices are gaining traction in diverse fields 

such as biomedical [1]-[3], robotics [4]-[5], and energy [6]-

[7]. Concepts such as lab-on-a-chip [8] and the internet of 

things [9] are driving academic interests, while the consumer 

electronics revolution is currently fueling the technology 

industry.  

 Inertial sensors are a subset of MEMS that transduce 

inertial forces into electrical signals, which are then 

processed by other electronic components. Miniaturized 

gyroscopes are one such type of inertial transducer that play 

an integral role in technologies such as sensor fusion [10] 

and dead reckoning [11]. For these reasons, MEMS 

gyroscopes are an area of strong academic and commercial 

interest. 

B. The Stanford encapsulation process 

 The device studied in this work was a micro-scale 

gyroscope fabricated using a wafer-scale encapsulation 

process developed at Stanford University in a collaborative 

effort with the Robert Bosch Corporation [12]. In this 

process, silicon micro devices are sealed in a cavity by 

depositing an epitaxial silicon encapsulation layer. The 

encapsulation happens in a high temperature and low 
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pressure environment that yields extremely clean and 

hermetic conditions for the devices. The Stanford process 

enables the fabrication of devices that have inherently low 

damping due to the near vacuum environment of the 

encapsulation [13]-[14]. The level of damping for resonators 

is quantified by the quality factor or Q. Variants of this 

process have yielded devices with quality factors over 1M 

[15]. 

C. Disk resonating gyroscope: Principles of operation 

 Miniaturization of gyroscopes has been of great interest to 

industry and academic communities, with the disk 

resonating gyroscope (DRG) being a structure of particular 

interest. The DRG consists of a series of concentric rings 

that are centrally anchored to the silicon substrate [16]-[22] 

and attached to neighboring rings by a series of spokes. 

Electrodes are located circumferentially around the structure 

for electrostatic actuation and capacitive sensing. The DRG 

is typically operated as a gyroscope in its wineglass mode, 

which is the second order vibrational pattern of the 

concentric ring structure. When the structure is driven into 

resonance along one of the mode shapes’ principle axes, an 

angular rotation will transduce the driven mode’s energy to 

the secondary mode through the Coriolis force. Output of the 

secondary mode can then be used to determine the angular 

rate applied to the device. Gyroscopic operation of the 

wineglass mode is shown schematically in Figure 1.  

 

 
 

 The wineglass mode shape of the DRG is of particular 

interest due to its capacity for higher sensor sensitivity, 

vibration rejection, and common mode noise reduction. 

Sensitivity of the gyroscopic structure is greatest when the 

eigenmodes are operated in a state of degeneracy, which is 

the condition where two eigenmodes maintain the same 

eigenfrequency. However, the wineglass mode loses 

degeneracy in silicon due to the anisotropy of the crystalline 
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Figure 1.  Diagram of wineglass mode operation for a DRG. The 
Coriolis force couples the two mode shapes through the velocity. Left: 

0⁰ principle axis mode. Right: 45⁰ principle axis mode. Blue and red 

dots depict nodal points of each mode shape. 
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structure. Further, loss of degeneracy occurs in isotropic 

materials due to manufacturing and fabrication tolerances as 

well as inhomogeneity in the crystalline structure. The loss 

of degeneracy induces a mismatch in the resonant frequency 

of the two wineglass mode shapes, which results in a 

significant reduction in sensitivity. Despite this loss of 

degeneracy, it is possible to achieve near degenerate 

gyroscopic operation through electrostatic softening of the 

structure stiffness. By applying bias voltages to the 

circumferential electrodes, it is possible to reduce the 

resonant frequencies of each mode shape through a process 

known as electrostatic tuning [23]. It is also possible to 

account for a large portion of the discrepancy in the resonant 

frequencies through geometric design by adjusting the 

stiffness of each individual mode. However, precise nulling 

of the frequency split is not possible through this method. 

Therefore, the active, electrostatic calibration step 

previously described is critical for devices regardless of the 

fabrication material or geometry. This calibration step is 

typically done by meticulous hand tuning. However, 

development of autonomous calibration schemes is 

imperative for applications where calibrations by a 

technician are impossible or costly. Such applications 

include consumer products, aviation, aeronautics, and 

exploratory endeavors. 

 

II. TUNING MODEL FOR STRONG AND WEAK COUPLING OF 

TWO-LEVEL SYSTEMS 

 Two level systems are encountered in a wide range of 

fields [24]-[26]. Behavior of these systems can be observed 

when the energies of two systems are allowed to interact. 

Zener was one of the first to describe the phenomenon [27], 

and others have subsequently provided classical 

interpretations to the formulation [28]. In this section we 

develop the two-level model for the wineglass gyroscopic 

modes following the classical interpretation of Zener’s 

coupled oscillators. 

A. Two-level representation of the disk resonating 

gyroscope 

 The wineglass mode gyroscope can be described as a two-

level system with an effective mass, damping, and stiffness 

for each mode shape [29]. In this generalization, both mode 

shapes are represented by a two degree of freedom (DOF) 

system with independent coordinates x and y, shown in 

Figure 2.  

 

Each mode shape has an independent effective mass, spring, 

and damper. The mode shapes are coupled by an internal 

spring and damper. The stiffness of each mode, as well as 

the coupling stiffness, were tuned using electrostatic 

voltages. Tuning was achieved by applying DC voltages to 

specific electrodes to perform electrostatic softening on the 

device structure. The dynamic equations for the generalized 

system in the presence of angular rotation are derived in 

Equations (1a-b), and the state-space representation is given 

in Equations (2a-b). 

 

 

 
 

(1a) 

 

 
 

(1b) 

 

 
 

(2a) 

 

 

(2b) 

The independent modal mass, damping, and stiffness are 

represented as mx,y, bx,y, and kx,y, respectively. Ωz is the 

angular rotation rate applied, and Ag is the angular gain of 

the structure. Fx and Fy are external excitations applied to the 

structure, and ξ and κ are the internal damping and stiffness 

coupling the two modes. It is important to note that each 

stiffness, kx,y and κ, is a function of an applied set of DC 

voltages, denoted 𝑣̅, shown in Figure 2. The voltage 

dependent stiffness is used to model the electrostatic 

softening effect utilized experimentally to achieve mode-

matching of the wine-glass modes. 

 Given the dynamic equations of the system, it is possible 

to set up the eigenvalue problem and solve for the natural 

frequencies of the two mode shapes. The eigenfrequency of 

one mode is allowed to vary with a tuning parameter, in this 

case a voltage. Figure 3 shows the generalized 

eigenfrequencies as a function of the tuning parameter. Two 

regimes exist when investigating eigensolutions of two level 

systems. The first is the strong coupling regime where the 

eigenbranches approach one another, then diverge without 

crossing. This characteristic is known as the anti-crossing or 

avoided crossing. The second case is the weak coupling 

regime where the eigenbranches approach one another, then 

cross. The tuned mode does not impact the secondary mode 

because there is no coupling between them. The model was 

evaluated for the level of damping these devices typically 

encountered in the Stanford fabrication process (Q = 100k) 

as well as the case with no damping. We determined that 

damping effects for this system were negligible in regard to 

both the strong (Figure 3 top) and weak (Figure 3 bottom) 

coupling regimes. Therefore, Equations (3a-f) can be used as 

a simplified model (ignoring damping) to obtain intuition for 

the mode coupling system.  

 

…

 

…

 

 

 
Figure 2.  Lumped-element model of the DRG. Each mode is 

represented as one DOF with independent mass, damping, and 

stiffness. Internally, the structure has damping and stiffness which 

may couple the two modes. 
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(3a) 

       

(3b) 

 

 

(3c) 

    

 

(3d) 

,  

 

(3e-f) 

It can be shown that Γ represents the strength of the mode 

coupling and is shown in Figures 3 and 4. When Γ is zero 

the modes are said to be degenerate, and minimal frequency 

split may be achieved. 

 

C. Empirical evidence of strong and weak coupling in 

wineglass modes 

Strong coupling behavior was observed through the quality 

factor in [30] by measuring the quality factor of interacting, 

nondegenerate DRG modes. However, the frequency 

behavior was unable to be resolved due to improper 

electrode alignment to the desired mode shapes. In this 

work, strong coupling was investigated in the wineglass 

modes by measuring the resonant frequency of each mode 

shape using two drive and sense pairs (D1-S1, D2-S2). A 

bias voltage, TA, was applied to the S2 electrode position to 

electrostatically soften the higher frequency mode, shown in 

Figure 4 (top). Figure 4 (top) shows that with no other 

electrostatic forces, the wineglass modes are misaligned and 

operate in the strong coupling regime. This is poor for 

device performance, as the strength of the coupling prevents 

adequate mode-matching. However, by applying bias 

voltages to the electrodes that do not align (off principle 

axis, or off axis, electrodes) with the wineglass principle 

axes, it is possible to nullify the mode coupling by realigning 

the vibration pattern to the fixed electrodes, shown in Figure 

4 (bottom).  

 
The misalignment of the wineglass mode vibration patterns 

induces quadrature output of each mode. Quadrature is the 

 

 

 

 

  

 
Figure 3.  Simulated DRG results using the two-level model. 
Simulations were generated for the damped case (Q = 100k) and the 

undamped case. Top: strong coupling regime where internal coupling 

is considered. Bottom: weak coupling regime where internal coupling 
is neglected. 

 
Figure 4.  Experimental DRG results revealing the two-level 

system behavior. (Top) Without appropriate cross tuning to realign 

the vibration pattern, the strong coupling regime can be observed. 
(Bottom) With appropriate cross tuning, the weak coupling regime 

can be observed with near degenerate conditions. 
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measure of output from one wineglass mode when the other 

mode is driven. Since the two modes are orthogonal, the 

output of a mode when the other is driven should be null. 

However, the misalignment couples the two systems and 

produces a quadrature signal. The bias voltage used for 

realigning the mode shapes is known as the cross tuning 

voltage and can be applied to the 22.5⁰(X1) or 67.5⁰ (X2) 

electrode locations. Figure 5 shows experimentally that for 

various values of cross tuning, the coupling can be decreased 

to allow for adequate mode-matching. However, if too much 

voltage is applied, the coupling begins to increase again. 

Therefore, a condition exists where precise values for the 

tuning voltages along each principle axis, TA and TB, and the 

cross tuning, X1 or X2, yield minimal quadrature and 

frequency split for the two wineglass modes of the 

gyroscope. Determining these values is typically done with 

meticulous hand tuning.  

 
 In this section, a model was proposed for the DRG as a 

two-level system that captures the quadrature and frequency 

split relationship. It is possible with finite element analysis 

(FEA) to estimate the effective properties of the lumped- 

element model. However, despite showing that reasonable 

assumptions may be made to simplify the system, 

determination of the coupling factors is less straightforward. 

The sections below detail a stochastic method for 

autonomously calibrating the gyroscope for high sensitivity 

operation to circumvent this. It is important, however, to 

understand the underlying dynamics to create a robust 

calibration method. The method proposed is indifferent to 

the device geometry, fabrication material, and 

manufacturing and fabrication tolerances that provide a 

robust path to autonomous calibration for a multitude of 

device structures. 
 

III. CONTROL STRUCTURE 

A derivative free optimization (DFO) scheme was 
developed to perform the autonomous calibration. Our 
method was derived from the particle swarm optimization 
(PSO) algorithm [31]. The optimizer stochastically 
determined the control voltage outputs to apply to the 
gyroscope structure to nullify the quadrature and frequency 
split, while maximizing the output amplitude of the 
independent mode shapes.  

A.  Control objective 

 An objective cost was defined for the resonant frequency 

split, Δfr; quadratures of each mode shape, q1 and q2; and the 

amplitude of each mode shape, A1 and A2. Equation (4a) 

shows the objective of choice, with the weightings ρ, γ, and 

φ representing the penalties on resonant frequency split, 

quadrature-to-amplitude ratio, and quadrature-to-amplitude 

ratio difference, respectively. Equation (4a) states that we 

wish to minimize this objective subject to the constraints that 

our control voltages must be within the defined boundaries. 

To incorporate the boundary constraints to our algorithm, we 

introduce an exponential barrier function, θ, to the objective 

(Equation (4b)). Equation (4c) and Figure 6 show the barrier 

function for ±20V. Our control voltages are limited to this 

range by our lab voltage supplies. 

 

 

(4a) 

 

 

(4b) 

 

 

(4c) 

 

B. Control formulation 

 The problem described above can be represented by a 

simple input-output regulatory control model as in Figure 7. 

 

 

 

 

 

 

 
Figure 5.  Resonant frequency split between the two wineglass 

mode shapes for various amounts of cross tuning applied.  

 
Figure 6.  Exponential barrier function over the permissible voltage 

range. 

 
 

Figure 7.  Input-output regulatory control representation of the 

quadrature and frequency split nulling problem. The plant, G, is a black 

box with measurable outputs, 𝑦̅. The controller, K, is a digital, 

stochastic controller with dynamics described by Equations (6a-b). 
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In this case, we treat our plant, G, as a black box, which can 

provide measurements of the system. The digital controller, 

K, is the PSO variant described in the section above. The 

plant takes input as a vector of voltages in ℝ3 and outputs 

the parameters of interest in ℝ5 as shown in Equations (5a-

b). The dynamics of the controller are described by 

Equations (6a-b), where d and v represent the pseudo-

position and pseudo-velocity of the particles.  

 

, 
 

 

 
 

(5a-b) 

 

 

(6a) 

 

 

(6b) 

 

In this case, these translate to the control voltages and their 

rates of change. The up-to-date local minima and global 

minima, as determined by the particles of the current 

iteration, are represented as p and g, respectively.  The 

weighting of the controller dynamics is represented by w, c1, 

and c2. r1 and r2 represent the uniformly distributed random 

values that encourage the random walk behavior of the 

controller. The iteration and particle numbers are 

represented by n and i, respectively. 

 

C. Control algorithm 

 The stochastic control algorithm was implemented 

following the process shown in Figure 8. The specifics of 

each step may be found in the appendix. 

 

 

The control algorithm consists of multiple particles, or 

probes, of the plant. Each particle is a vector of control 

voltages, which are aware of the associated objective costs 

for applied controls from previous iterations as well as the 

associated objective costs from other particles. Particles are 

updated as prescribed by Equations (6a-b) given the 

contextual information of the plant. This is done in an 

iterative fashion until the plant is optimized. 

 Multiple re-initializations are performed to ensure that 

minimal solutions are obtained instead of asymptotic 

approaches to local optimums. This was done by initializing 

particles in a confined window once asymptotic behavior 

was achieved. In this way, regions of fine resolution were 

probed near local optimums once steady state operation had 

been reached.  

IV. EXPERIMENTAL RESULTS 

A. Device design 

The device in this study was a 60µm thick <100> single 
crystal silicon (SCS) DRG with ring widths varied to 
passively tune the geometry for better mode-matching [23]. 
The design was successful in greatly reducing the fabricated 
resonant frequency split from the symmetric case in <100> 
SCS; however, electrostatic tuning was required for fine 
tuning the gyroscope for high sensitivity performance. The 
algorithm was also tested on various other materials and 
geometries, and is discussed in §IV-D 

 

B. Experimental setup 

The control procedure detailed in the previous section was 

utilized to autonomously nullify the resonant frequency split 

and modal quadratures. The device was wired electrically as 

provided by the schematic in Figure 9. The two mode shapes 

were driven into resonance with a 20 mVac closed-loop 

excitation, independently, while the necessary measurements 

were made as prescribed by the control law. The 

measurements were then fed to the optimizing algorithm to 

determine the next iterative step in applied control voltages. 

 

 
 

 

 

 
 

Figure 8.  Particle swarm optimization process for application of 

quadrature nulling and mode-matching of the wineglass mode shapes 

for the DRG. 

 
 
Figure 9.  Experimental setup schematic for the quadrature nulling 

and mode-matching. Two channels of a phase locking system were 

used to obtain measurements that were fed to the optimizer. The 
optimizer determines the control voltages (TA, TB, X2) to apply to the 

structure. 
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C. Results 

The multi-objective optimization of the DRG for resonant 

frequency split, quadratures, and amplitudes was successful 

in achieving values of 0.71 Hz, 13.9 and 10.5 mV, and 284.6 

and 299.6 mV, respectively. Figure 10 shows the results of 

the optimization for the objective parameters.  

 
Optimizing the quadrature, amplitude, and frequency split 

enhances the device performance by increasing the scale 

factor and decreasing the Allan deviation. The scale factor is 

the transfer function which determines the electronic output 

for a given angular rate input, and the Allan deviation is a 

measure of the noise in the physical sensor. Figure 11 shows 

the scale factor output from the gyroscope when subjected to 

10 ⁰/s rotation input rate.  

 
The scale factor increased from 5 µV/⁰/s for the as fabricated 

device to 401 µV/⁰/s after the autonomous calibration. The 

noise performance was also measured by determining the 

Allan deviation. Figure 12 shows that the angular random 

walk decreased from 0.51 to 8.8e-3 ⁰/s/√Hz and the bias 

instability decreased from 0.036 to 7.7e-3 ⁰/s. These values 

are comparable to expert hand tuning [32].  

 

D. Autonomous calibration of various gyroscope designs 

Due to the stochastic nature of the optimization scheme, it 

was possible to optimize various gyroscope geometries made 

of differing materials. Table 1 shows the summarization of 

results for two gyroscopes fabricated from <100> SCS 

material, one fabricated from <111> SCS, and another 

fabricated from polycrystalline silicon (P-Si). The width 

varying device is the structure described in detail in §IV-A 

of this paper. The <100> spoke angle variation device was a 

40µm thick DRG where the angles of the connecting spoke 

beams were adjusted to passively tune to resonant 

frequencies of the wineglass mode shapes. The <111> and 

P-Si devices were fabricated in the <111> SCS and 

polycrystalline silicon isotropic materials, respectively. 

These DRGs were 40µm and 20µm thick, respectively, and 

had a symmetric design with no passive compensation. The 

stochastic optimizer provided robust optimization that was 

capable of autonomously calibrating gyroscopes regardless 

of their geometric and material configuration, and yielded 

significant performance improvement for all devices. The 

performance of these gyroscopes are detailed in [33]. 

TABLE I.  SUMMARY OP GYROSCOPE PERFORMANCE 

Device 
Scale Factor (µV/⁰/s) ARW (⁰/s/√Hz) 

Mode-

mismatched 

Mode-

matched 

Mode-

mismatched 

Mode-

matched 

<100> 

width 

varying 

5.05 401 0.507 8.8e-3 

<100> 
spoke 

angle 

1.48 146 2.27 18e-3 

<111> 1.94 222 0.435 12e-3 

P-Si 4.53 73.7 0.231 38e-3 

 

V. CONCLUSION 

Gyroscope calibration for high sensitivity performance 

requires optimization of multiple objectives. A model was 

 
Figure 10.  PSO objective outputs over the specified iterations. The 

optimizer minimizes the objective by determining control voltages to 
provide minimal frequency split and quadrature, while maximizing 

modal amplitudes. 

 
Figure 11.  Sensor output from the gyroscope when subjected to a 

10 ⁰/s input angular rate for both mode-matched and mode-mismatched 

operation. Sensor output becomes much higher for near degenerate 

operation. Inset: magnification of mode-mismatched signal over the full 

time span.  

 
Figure 12.  Allan deviation over the integration time, τ. Angle 

random walk (ARW) and bias instability were much improved by 

operating near degeneracy. 
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presented that captures the strong coupling behavior 

observed in the devices. While this model provides valuable 

intuition, use of the model for control purposes would have 

strong sensitivity to manufacturing and fabrication 

tolerances. Further, this paradigm would require evaluation 

of the effective properties for mass and stiffness for each 

mode shape, as well as the internal coupling between the 

two. A stochastic method was proposed to circumvent these 

concerns. The autonomous calibrator was capable of 

correcting the misalignment and frequency split of the two 

wineglass modes of the gyroscope. It was also shown that 

various DRG structures made from different fabrication 

materials could be optimized through the use of the 

stochastic approach.  

 

APPENDIX 

The following describes the logical process of the algorithm 

at each step: 

 

I. Initialization. Set the number of particles, weights, 

and control boundaries and windows. 

 

II. Generate randomized control voltages, vi, within 

control windows and evaluate objective cost from 

Equation (4b) 

 

 
III. Calculate rate of voltage change, di, and updated 

control voltages, vi, using Equation (6a-b) 

IV. Is applied control voltage outside boundary 

constraint? 

IVa. Apply boundary voltage as the control voltage 

 

V. Apply calculated control voltage 

VI. Measure the objective parameters Δfr, q1, q2, A1, and 

A2. Evaluate the objective cost from Equation (4b). 

VII. Is the evaluated objective cost less than the current 

minimum for that particle? 

 

VIIa. Update local minimum for that particle 

 

VIIb. Is the evaluation less than the current minimum for 

all particles? 

 

VIIc. Update minimum for all particles 

 

VIII. Iteration or tolerance criteria met for particles? 

IX. Iteration or tolerance criteria met for initializations? 

X. Objective optimized 
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